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Instead of reporting the usual p-value, we use the observed likelihood ratio
A itself which bounds the p-value from abovel:
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While p may be difficult, or impossible to compute, we can compute A easily,
and report it as a upper bound on p.

In order to use this simple test we need to specify the distributions Py and
P, exactly. The former should be the true distribution in case the null hypoth-
esis is true and X and Y are independent. This distribution is unknown, but
the probability of the data can be overestimated by its probability under the
empirical distribution:
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The following inequality shows why this is an overestimation; here H denotes
Shannon entropy and D the Kullback-Leibler divergence [1]. The inequality uses
the nonnegativity of D:

Py =

log PO(len)

Y log Py(Yi) =n Y Ply)log Po(Y:)
=1

yeY
= —nH(P) — nD(P| Py)
< —nH(P) = log P(Y1.,).

Let A denote the likelihood ratio with respect to P instead of Py and let \
denote the observed value of A. It is important that, even though our A may be
inaccurate, it satisfies A > X and is therefore more conservative when interpreted
as a p-value than A itself. In conclusion, we will report the value of the test
statistic 5\, which is a conservative but valid p-value.

! In this equation we use Jensen’s inequality [1] and the last equality is verified by
expanding the expectation.
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